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A video is worth a million.
A picture is worth a thousand words.
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Software 2.0: It’s all about data
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Software 2.0: The building blocks
The ML lifecycle from data to insights

Annotate samples Train and evaluate 
model Deploy model

 

Data

   

Derive actionable 
insights

Where does it break?
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Many challenges, one source: Data quality 

1 Data holes: network transfer, disk I/O corruption

SUN

Unhealthy  video

2 The world looks different: camera viewpoint changes

MON

TUE

WED

THU

FRI

SAT

Robust data pipeline, network and edge monitoring Camera auto-calibration and monitoring

Annotate Samples

Train ModelEvaluate ModelDeploy Model

Ingest
Raw 
Data

Annot
ated 
Data

ML 
Model 

ML 
Model 

Annotated 
Data

Data Sources Data Store

Annotate Samples
Train and Evaluate Model Deploy Model

 

Data

   
Actionable Insights
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Ambiguity is omnipresent: Labeling

Audit workflows for QC, redundancy + 3-way voting

Annotator 1

Annotator 2

Unit

No unit

???
Confused 
neural net

Tighter collaboration between ML and Annotation teams

Document standard processes, edge cases

Unit

Occluded unit Multiple units Partial unit in view

Unit ?

1 Garbage in, garbage out: Labeling accuracy 2 Ambiguity in task definition

Annotate Samples
Train and Evaluate Model Deploy Model

 

Data

   
Actionable Insights
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Much variance, much data: 
Training

 Variation in 
unit size

Indeterminate 
location

Multiple units in field 
of view

OcclusionLighting changes Background variation

Generalizable neural networksSmart data sampling Semi-supervised learning

Annotation 
resources Time to deployData costs

Neural network Data

Unsupervised learning

Annotate Samples
Train and Evaluate Model Deploy Model

 

Data

   
Actionable Insights

1 Extreme variance in the real world 2 Data hungry deep learning models
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Change is the order of the day: Data drift

Black gloves Black gloves

Black gloves Gray gloves  

Evaluate

D
eploy

Tr
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Continuous
Training

Training
Deployment

1 Can you spot the difference? 2 System accuracy reduces

Annotate Samples
Train and Evaluate Model Deploy Model

 

Data

   
Actionable Insights
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From 99% to 99.9% accuracy: Reliable insights

1 2 3 Human in the loopHeuristics: Finite state machinesEnsembling models

Ensemble

Model 1

Model 2

Camera 1

Camera 2

Output Input
Raw 

Output
Processed 

Output

Model Heuristics Human

Feedback Loop

Model Heuristics

Suite of models ⇒ Model management Heuristics configuration management Correct mistakes, feed back to model

Annotate Samples
Train and Evaluate Model Deploy Model

 

Data

   
Actionable Insights
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Software 2.0: Towards self-service AI

Annotate samples Train and evaluate 
model

Deploy model

 

Data

   

Actionable insights

What if the customer 
wants control? Self-service AI
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Robust data 
pipeline

Network 
monitoring

Edge monitoring

Track labelling 
accuracies 

ML - Annotation 
collaboration

Audit workflows 
Quality checks

Accurate, low 
cost ML models

Smart data 
sampling

Training 
infrastructure

Robust inference 
pipeline

Human in the 
loop

Software and 
data monitoring

Presentation, 
UI/UX

Business process 
integration

Business 
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Continuous 
monitoring

Continuous 
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Feedback loop

 



Software 2.0: Your team has to be organized differently 

Software 1.0 Software 2.0

The workflows determine the organization including the need for skills and proximity

● Data 
annotation

● HITL 
execution

DevOps MLOps

Data

Software 
QA

Data 
QASoftware MLLabelling

Development Quality Ops

Software 1.0 +
Software 2.0:

● ML 
algorithms 

● ML tuning
● ML tooling

Software 1.0 +
Software 2.0:

● Data testing
● Data 

standards

Software 1.0 +
Software 2.0:

● Continuous 
monitoring

● Continuous 
training

ENGINEERING

DevOpsSoftware 
QASoftware

Development Quality Ops

● Code
● Unit testing
● Integration 

testing

● Functional 
testing

● Standards 
development

● Release
● Deployment
● System 

monitoring 
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Introducing “The MLOps House”*

Goal: Actionable and timely insights at the lowest cost

Business intelligence   |   Business applications

ML Ops

Heuristics

Tuning Auto-retraining

HITL

Monitoring 

Annotation

Training

Deployment

Data infrastructure

ML model library

Real world changes:
Product
Process
People

Environment

Stably create 
quality data

Be robust to 
changes in a 
dynamic world

Produce
impactful insights

Problem 
solving

*Credit: The Toyota Production System House

12



The implementer’s roadmap

● Design your entire ML system for YOUR use cases
○ [Example] Inference accuracy drives the annotation quality and the neural network accuracy

● Ensure that domain expertise permeates the teams
○ Organize teams for seamless communication, especially if you are running a real time 

inferencing system

● Details matter: Attention is all you need
○ AI is non-intuitive and debugging is hard; so, paying attention to details will pay off in spades
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MLOps: Bringing it all together

Annotate samples Train and evaluate 
model

Deploy model

 

Data

   

Actionable insights

What if the customer 
wants control? Self-service AI
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pipeline

Network 
monitoring

Edge monitoring

Track labelling 
accuracies 

ML <> Annotation 
collaboration

Audit workflows 
Quality checks

Accurate, low 
cost ML models

Smart data 
sampling

Training 
infrastructure

Robust inference 
pipeline

Human in the 
loop

Software and 
data monitoring

Presentation, 
UI/UX

Business process 
integration

Business 
intelligence

Continuous 
monitoring

Continuous 
training

Feedback loop

 



MLOps house — The vendor landscape

Goal: Actionable, timely insights @ lowest cost
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MLOps House - Business view

Goal: Actionable, timely insights @ lowest cost

Deliver actionable insights integrated into business processes

ML to Model Ops to Track 

Infer

Apply heuristics Update heuristics

Use diff model

Retrain 

Annotate

Train

New data 

Construct a wholesome data infra

 Build accurate ML models

Scientific 
experimentation

Man & 
Machine

Product
Process
People

Environment

Creating quality 
& timely data
(data operations 
stability)

Robust in the 
face of a 
dynamic world

To produce
impactful insights

Monitor / 
Experiment
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MLOps House - Business view

Construct a wholesome data infra

 Build accurate ML models

Man & 
Machine

Monitor / 
Experiment

Deliver actionable insights integrated into 
business processes

Infer

Most actionable | timely insights @ 
lowest cost

Apply 
heuristics

ML to Model 

Retrain 

Creating quality & timely data
(data operations stability)

Robust in the face of a dynamic 
world

To produce impactful insights

Update 
heuristicsProduct

Process
People

Environment

Annotate

Train

Ops to Track 

Scientific 
experimentation

Use diff 
model

New data 
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MLOps House - Business view

Most actionable | timely insights @ lowest cost

Deliver actionable insights integrated into business processes

ML to Model Ops to Track 

Infer

Apply heuristics Update heuristics

Use diff model

Retrain 

Annotate

Train

New data 

Construct a wholesome data infra

 Build accurate ML models

Scientific 
experimentation

Man & 
Machine

Monitor / 
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Product
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Creating quality 
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stability)
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dynamic world
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MLOps House - Tech/vendor view

A | B | C

Creation: PyTorch | TensorFlow | C
Management: A | B

Man & 
Machine

Monitor / 
Experiment

Deliver actionable insights integrated into 
business processes

Trust and bias?

Infer

Goal: Actionable, timely insights @ 
lowest cost

Apply 
heuristics

Model the 
real world

Retrain 

Creating quality & timely data
(data operations stability)

Robust in the face of a dynamic 
world

To produce impactful insights

Update 
heuristicsProduct

Process
People

Environment

Annotate

Train

Track the 
real world

Scientific 
experimentation

Use diff 
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New data 

ML models

Data
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MLOps House - Tech/vendor view Trust and bias?

Goal: Actionable, timely insights @ lowest cost

Deliver actionable insights integrated into business processes

Model the real world Track the real world

Infer

Apply heuristics Update heuristics

Use diff model

Retrain 

Annotate

Train

New data 

A | B | C

Creation: PyTorch | TensorFlow | C
Management: A | B

Scientific 
experimentation

Man & 
Machine

Monitor / 
Experiment

Product
Process
People

Environment

Creating quality 
& timely data
(data operations 
stability)

Robust in the 
face of a 
dynamic world

To produce
impactful insights

Data :

ML Models :

22



Software 2.0: The building blocks
The ML lifecycle from data ingestion to model deployment

Annotate Samples

Train ModelEvaluate ModelDeploy Model

Ingest Raw Data

Annotated 
Data

ML Model ML Model 

Annotated 
Data

Data Sources Data Store
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What is MLOps?

The term MLOps was first coined by Google in their paper on Machine Learning Operations, although it does 
have roots in software operations. 

MLOps is the art and science of bringing machine learning to production

Hybrid MLOps capabilities are defined as those that have some interaction with the cloud while also having some 
interaction with local computing resources.

DataOps vs MLOps? 
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MLOps House - Business view

Construct a wholesome data infra

 Build accurate ML models

Man & 
Machine

Monitor / 
Experiment

Deliver actionable insights integrated into 
business processes

Infer

Goal: Actionable, timely insights @ lowest cost
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world

To produce impactful insights
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of a dynamic world

To produce
impactful insights
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“Tools of the Trade”

Trust and bias?

The term MLOps was first 
coined by Google in their 
paper on Machine Learning 
Operations, although it does 
have roots in software 
operations. 

MLOps is the art and science 
of bringing machine learning 
to production

Hybrid MLOps capabilities 
are defined as those that 
have some interaction with 
the cloud while also having 
some interaction with local 
computing resources.
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A day in the life of an AI company (aka, MLOps)
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CONFIDENTIAL

A day in the life of an AI company (aka, MLOps)
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ML Lifecycle
How to train and deploy models

Data Sources Data Store Annotate Samples

Train ModelEvaluate ModelDeploy Model

Ground 
Truth

NN 
Prediction

Ingest Raw Data

Annotated 
Data

ML Model ML Model 

Annotated 
Data

What’s missing?
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CONFIDENTIAL
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CONFIDENTIAL

Team

Answers
(predictions)

Inferencing

ML 
Model

New 
Data

ML 
Model

(weights)
Training

Answers
(labelled
samples)

Data

Annotation

NN 
architecture

Raw data

Domain 
expertise

Infrequent

Continuous

(R
E-

) D
ES

IG
N

R
U

N
 T

IM
E

Model drift

Real world

Accuracy

FREQUENCY

Code quality
Logic quality

Data quality
Annotation quality

Neural network accuracy

32



CONFIDENTIAL

Workflow
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CONFIDENTIAL

Measurement

Answers
(predictions)

Inferencing

ML 
Model

New 
Data

ML 
Model

(weights)
Training

Answers
(labelled
samples)

Data

Annotation

NN 
architecure

Raw data

Domain 
expertise

Infrequent

Continuous

(R
E-

) D
ES

IG
N

R
U

N
 T

IM
E

Model drift

Real world

Accuracy

FREQUENCY

Code quality
Logic quality

Data quality
Annotation quality

Neural network accuracy

34



Different about AI

● Generalization 
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What is MLOps? (single slide)

● Software 1.0 + Software 2.0
● Draw parallel to devops
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The Foundation of an AI strategy (Graphic for all)

● Impact MLOps had on AI advancement
● MLOps capabilities (covered)
● Operationalizing AI (covered)
● Day in the life (covered)
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Building Proficient MLOps teams (roll into team slides) 

● Skills that are necessary 
● Lessons learned from DevOps teams (overlap) 

        ML Team (NN, Annotation, MLQuality)
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Operationalizing AI (based off of Drishti - 2 slides) (covered)

● What a practical AI system looks like 
● How a company’s AI operations need to functions
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Closing slide - thank you
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CONFIDENTIAL

Client Side

Live Feed

RTSP

Video
Stream

Segmenting 
Service

1. Segment MP4 stream 
in to 1 min chunks

2. Extract timestamp

Local Disk
Video 

Uploader

Video Store
1.One min Mp4 

chunks
2. Timestamp 

files

Neural Network

Unit Detector

Action Detector

Heuristic Engine

Cycle Detector

Action Detector

Mongodb
(Indices for search)

Big Table
(Holds Rectangles)

NN Feeder 
Service

Drishti Side
A day in the life of an AI company
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CONFIDENTIAL

Client Side

Live Feed

RTSP

Video
Stream

Segmenting 
Service

1. Segment MP4 stream 
in to 1 min chunks

2. Extract timestamp

Local Disk
Video 

Uploader

Video Store
1.One min Mp4 

chunks
2. Timestamp 

files

Neural Network

Unit Detector

Action Detector

Heuristic Engine

Cycle Detector

Action Detector

Mongodb
(Indices for search)

Big Table
(Holds Rectangles)

NN Feeder 
Service

Drishti Side
Impact of the real world on the AI system
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Drishti’s AI technology must be robust to...

 Variation in 
unit size

Irregular 
trajectories

Indeterminate 
location

Multiple units 
in field of view

Camera occlusion 
(hand, head, 

tools)

Operator variance
(hands, clothes, etc)

Lighting changes Background variation

Data labeling → AMbiguaity, collaboration, tooling
Model accuracy → Physics, ensemble, heuristics
Data drift → Monitoring and retraining
Generalization
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Software 1.0 vs Software 2.0
ML systems are different from typical software systems

Software 1.0
Traditional programming

Data

Program 
(rules)

Computer Output

Software 2.0
Machine learning

Data

Weights
Computer Program

(probability)

Quality Code quality Data quality
Logic quality Annotation quality

NN Accuracy
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Software 1.0 vs Software 2.0

ML systems are different from typical software systems

Software 1.0
Traditional programming

Data

Program 
(rules)

Computer Output

Software 2.0
Machine learning

Data

Weights
Computer Program

(probability)

Team structure Code quality Data quality
Logic quality Annotation quality

NN Accuracy
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Software 1.0 vs Software 2.0

ML systems are different from typical software systems

Software 1.0
Traditional programming

Data

Program 
(rules)

Computer Output

Software 2.0
Machine learning

Data

Weights
Computer Program

(probability)

Workflow Code quality Data quality
Logic quality Annotation quality

NN Accuracy
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Software 1.0 vs Software 2.0

ML systems are different from typical software systems

Software 1.0
Traditional programming

Data

Program 
(rules)

Computer Output

Software 2.0
Machine learning

Data

Weights
Computer Program

(probability)

Measurement Code quality Data quality
Logic quality Annotation quality

NN Accuracy
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ML systems are different from typical software systems

Software 2.0: It’s all about data

Traditional
Software 
System

Rules
(code)

Data

Answers

Answers
(predictions)

Inferencing

ML 
Model

New 
Data

ML 
Model

(weights)
Training

Answers
(labelled
samples)

Data

Software 1.0 Software 2.02012

AlexNet
ImageNet 49



50



MLOps House

Data Layer

Deep Learning | Neural Networks | ML Models

Training

Evaluation
Annotation

Annotation

Trust and bias?
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MLOps House - WIP Goal: Solve the business problem

Data Layer

Deep Learning | Neural Networks | ML Models

ML

Business Rules | Analytics

Trust and bias?

HITL

Engineering

Annotation

Human

Training

Monitoring 

Inferencing

Machine

Retraining 

Presentation | UI

Data quality
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MLOps House - Business view
Goal: Actionable, timely 
insights @ lowest cost

Wholesome Data Layer

 Accurate ML Models

<Blah>

Business workflow

Trust and bias?

HITL

Annotation

Response

Training

Machine 
monitoring 

Inferencing

Detection

Retraining 

Presentation | UI

Creating quality data
(data operations stability)

Robust in the face of a dynamic 
world

To produce impactful insights

Heuristics

Product change
Process change
People change

Environment change

Integration
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A video is worth
a million.

A picture is worth a thousand words.
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